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Despiking Acoustic Doppler Velocimeter Data
Derek G. Goring1 and Vladimir I. Nikora2

Abstract: A new method for detecting spikes in acoustic Doppler velocimeter data sequences is suggested. The method combi
concepts:~1! that differentiation enhances the high frequency portion of a signal,~2! that the expected maximum of a random series
given by the Universal threshold, and~3! that good data cluster in a dense cloud in phase space or Poincare´ maps. These concepts are use
to construct an ellipsoid in three-dimensional phase space, then points lying outside the ellipsoid are designated as spikes.
method is shown to have superior performance to various other methods and it has the added advantage that it requires no p
Several methods for replacing sequences of spurious data are presented. A polynomial fitted to good data on either side of the sp
then interpolated across the event, is preferred by the authors.

DOI: 10.1061/~ASCE!0733-9429~2002!128:1~117!
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Introduction

Acoustic Doppler velocimeters~ADVs! have become our instru-
ment of choice for measuring velocities in our outdoor ecoh
draulics flume~Nikora et al. 1998! and in the field~e.g., Nikora
and Goring 2000!, where other measurement techniques such
laser Doppler anemometers are impractical. However, ADVs a
have some disadvantages. One of them is the Doppler noise fl
and we discussed ways that we combat this in Nikora and Gor
~1998!—see also Voulgaris and Trowbridge~1998!. Another prob-
lem with ADVs is spikes caused by aliasing of the Dopple
signal—the phase shift between the outgoing and incoming pu
lies outside the range between2180° and1180° and there is
ambiguity, causing a spike in the record. Such a situation c
occur when the flow velocity exceeds the preset velocity range
when there is contamination from previous pulses reflected fr
the boundaries of complex geometries~e.g., cobbles on the bed o
a stream!. Unfortunately, some of these spikes look remarkab
similar to natural fluctuations in the velocity~Fig. 1!.

In this article, we consider a number of different ways to d
tect spikes and how to deal with them. For the cases of a sing
point spike, relatively simple despiking algorithms have prov
satisfactory, but the situation with multipoint spikes, as illustrat
in Fig. 1, has proved to be much more difficult. We have visite
and revisited the problem several times, each time developin
solution, only to find that it does not work with the next set o
ADV data. The method we have finally developed that wor
successfully on all of our ADV data is an amalgam of sever
ideas: that differentiating a signal enhances the high-freque

1Princ. Sci., National Institute of Water and Atmospheric Researc
P.O. Box 8602, Christchurch, New Zealand.

2Princ. Sci., National Institute of Water and Atmospheric Researc
P.O. Box 8602, Christchurch, New Zealand.

Note. Discussion open until June 1, 2002. Separate discussions m
be submitted for individual papers. To extend the closing date by o
month, a written request must be filed with the ASCE Managing Edit
The manuscript for this technical note was submitted for review a
possible publication on May 10, 2000; approved on June 28, 2001. T
paper is part of theJournal of Hydraulic Engineering, Vol. 128, No. 1,
January 1, 2002. ©ASCE, ISSN 0733-9429/2002/1-117–126/$8.001$.50
per page.
s
o
or
g

e

n
r

-

a

y

components~e.g., Roy et al. 1999!; that the maximum of a white
noise sequence is given by the Universal threshold~Donoho and
Johnstone 1994; Katul and Vodakovic 1998!; and the use of Poin-
caré maps ~e.g., Abarbanel 1995; Addison 1997!. The method
uses the principle that good data lie within a cluster and that a
data point lying well outside that cluster must be suspected
being a spike. McKinney~1993! described a similar method and
applied it to ocean wave records.

Methods

Despiking involves two steps:~1! detecting the spike and~2!
replacing the spike. The two steps are independent so they
considered separately here. Indeed, in most cases, the methods
spike detection described in the next section can be mixed int
changeably with any of the methods for spike replacement in th
following section. However, for the iterative methods, spike re
placement can affect spike detection in the subsequent iteratio

Spike Detection

General
Electrical engineers are well aware of the problem of spuriou
data and have developed numerous methods for handling the
Otnes and Enochson~1978! cover the problem~which they call
‘‘wild point editing’’ ! in some detail. The first two methods de-
scribed in this section come from this source~RC Filters Method
and Tukey 53H Method described in detail below!. The methods
involve digital filtering to generate two time sequences, one o
which is ‘‘rough’’ and the other ‘‘smooth.’’ For each point in the
data sequence, if the difference between the rough and smo
data exceed a threshold, the point is deemed spurious.

The authors have developed an algorithm for despiking AD
records of turbulence velocities in streams~Acceleration Thresh-
olding Method!. The method has been used widely in our work
~e.g., Nikora and Goring 2000!. It is based on the postulate that
under normal flow conditions the instantaneous acceleration in
stream must be of the same order or less than the acceleration
gravity g ~otherwise sediment grains would be thrown about vio
lently, which is contrary to observations!. The algorithm calcu-
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Fig. 1. Example of ADV data containing spikes from measurements near bed of stream
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lates the accelerations from backward differences and identi
points as spikes if the acceleration exceeds one or two gravit
Surprisingly, it was found that this criterion was too severe a
some apparently valid points were rejected as spikes, yet incre
ing the threshold allowed obvious spikes through. Therefore,
additional condition was introduced so that for a point to be
spike, the acceleration must exceed a thresholdlag and the ab-
solute deviation from the mean velocity of the point must exce
ks, wherela is a relative acceleration threshold,s is the stan-
dard deviation, andk is a factor, usually taken as 1.5. This metho
has proved very successful for records where the spikes
clearly different from fluctuations in the record, but for som
records the choice of thresholds is very difficult and subjectiv
Thus, alternative methods have been investigated.

One of these~Wavelet Thresholding Method! arises from the
landmark article by Donoho and Johnstone~1994! who intro-
duced a new method for detecting and removing noise from
signal. Denoising is the converse of despiking, but the principle
similar. In their method the signal is transformed by orthogon
wavelet transformation, then the wavelet coefficients at the fi
scale, which contain most of the noise in the signal, are compa
to a threshold. Those below the threshold are set to zero and th
AL OF HYDRAULIC ENGINEERING / JANUARY 2002
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above the threshold are retained—this is called ‘‘wavelet shrin
age.’’ Thus, the inverse transform of the filtered wavelet coeffi
cients is rendered noise free. Adapting this method to despiki
simply entails rejecting the wavelet coefficients above the thres
old, rather than those below the threshold as when denoising.

The threshold they apply arises from a theoretical result fro
normal probability distribution theory which says that forn inde-
pendent, identically distributed, standard, normal, random va
ablesj i the expected absolute maximum is

E~ uj i umax!5A2 lnn5lU (1)

wherelU is termed the Universal threshold. For a normal, ran
dom variable whose standard deviation is estimated byŝ and the
mean is zero, the expected absolute maximum is

lUŝ5A2 lnnŝ (2)

The failure of all of the above methods to adequately handle som
ADV records prompted a radical re-evaluation of the strategy an
the emergence of an idea to see how velocity and its derivativ
look in phase space~we call this the Phase-Space Thresholdin
method!, Fig. 2. It is immediately apparent that most of the dat
f gravity
Fig. 2. Phase space showing cloud of data from ADV measurements, where derivatives have been scaled by acceleration o
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cluster in an ellipsoid cloud, and the spikes are separated f
this cloud. The separation of the spikes is exaggerated for
derivatives because differentiation accentuates the high-freque
components~which the spikes belong to! compared to the low-
frequency components: dnU(v,t)/dtn}vnU(v,t), where
U(v,t), is the Fourier series ofu(t), and v is the radial fre-
quency.

Algorithms
There follows an algorithmic description of each of the metho
considered. Before applying any of these methods, we remove
mean and if the signal contains long-period fluctuations, we
move these by high-pass filtering. The mean and the long-pe
fluctuations are added back in after despiking.

RC Filters Method. The name of this method comes from a
equivalent electrical circuit that can produce the same re
~Otnes and Enochson 1978!. From the original time seriesui gen-
erate two time series@ui #

2 andui
2, where@ui #

2 is the square ofui

after low pass filtering andui
2 is the low pass filter ofui

2. The
sample variances i

2 is

s i
25ui

22@ui #
2 (3)

The pointi 11 is accepted as good if

ui2ks i,ui 11,ui1ks i (4)

wherek5parameter, usually set between 3 and 9.

Tukey 53H Method. The Tukey 53H method uses the principl
that the median is a robust estimator of the mean to genera
smooth time sequence that can be subtracted from the orig
signal:
1. Construct a sequenceui

(1) from the median of the five data
points fromui 22 to ui 12 ;

2. Construct a sequenceui
(2) from the median of the three data

points fromui 21
(1) to ui 11

(1) ;
3. Construct the Hanning smoothing filterui

(3)5 1
4(ui 21

(2)

12ui
(2)1ui 11

(2) );
4. Construct the sequenceD i5uui2ui

(3)u and reject the point if
D i.ks, wherek is a predetermined threshold ands is the
standard deviation ofui ; and

5. Replace the spike.

Acceleration Thresholding Method. This method is a detection
and replacement method with two phases: one for negative ac
erations and the second for positive accelerations. In each ph
numerous passes through the data are made until all data p
conform to the acceleration criterionlag and the magnitude
thresholdks. The steps in each phase are:
1. Calculate the acceleration fromai5(ui2ui 21)/Dt, where

Dt is the sampling interval; and
2. Identify those points whereai,2lag and ui,2ks and

replace them.
Step 2 is repeated until no more spikes are detected, then
second phase is begun:
1. Calculate the acceleration as above; and
2. Identify those points whereai.lag andui.ks and replace

them.
Step 2 is repeated until no more spikes are detected.
Experience shows that good choices for the parameters arela

51 – 1.5 andk51.5.
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Wavelet Thresholding Method. This method is a detection and
replacement method that is similar to the previous method, exc
that all the calculations are done in wavelet space. The wav
transform is analogous to the Fourier transform, except that
basis function~mother wavelet!, instead of being a continuous
cosine function, is a function that has compact support. In wave
space, the signal becomes a series of coefficients, or details
lating to the position in time and degree of dilation of the wavele
The wavelet thresholding method uses the lowest scale wav
coefficient, often called the first detail,d1,i ~e.g., Ogden 1997!,
calculated from the convolution of the signal with the moth
wavelet with unit dilation and at various timesi. There is a wide
range of mother wavelets available, from the simple box sha
~Haar! to the more complicated symmetric and asymmetric wav
lets described in Daubechies~1992!. If the Haar mother wavelet is
chosen, this and the previous method reduce to almost the s
algorithm, except that for the wavelet method the indexi incre-
ments by two rather than one. Similar to the acceleration thre
olding method, the data are passed through several times unt
more spikes are detected. Before starting, the mean must be
moved and to avoid end effects the beginning of the record ne
to be padded out with a number of zeros equal to at least
number of iterations. The first data point is discarded after ea
iteration. In each iteration the steps are:
1. Calculate the first wavelet coefficient, d1,i

5*2`
` u(t)c1,i(t)dt, where c1,i(t) is the mother wavelet

centered ati, with unit dilation;
2. Identify points whereud1,i u.lUŝ ~this threshold is discussed

below!;
3. Establish a sequenced̂1,i of zeros except for the locations o

spikes whered̂1,i51;
4. Calculate the inverse wavelet transform ofd̂1,i to yield a

time series of zeros except for the points that are spikes~this
identifies the locations in the time series where spikes exis!;
and

5. Replace the spikes.
There are a number of options for the threshold in Step 2. The
that is shown uses the Universal threshold, Eq.~2!, from Donoho
and Johnstone~1994!. Katul and Vodakovic~1998! give two pos-
sibilities for the estimatorŝ:

ŝ5A 1

n/221 (
i 51

n/2

~d1,i2d̄!2 (5)

whered̄5mean ofd̂1,i , or, as they state, a more robust value:

ŝ5
1

0.6745̂
ud1,i2d̄u& i (6)

where^¯& i denotes the mean overi.
Another alternative is to use the acceleration criterion from t

previous method. An analysis of these options is included in
Results.

Phase-Space Thresholding Method. Here we introduce a new
method that uses the concept of a three-dimensional Poincare´ map
or phase-space plot in which the variable and its derivatives
plotted against each other. The points are enclosed by an ellip
defined by the Universal criterion and the points outside the
lipsoid are designated as spikes. The method iterates until
number of good data becomes constant~or, equivalently, the num-
ber of new points identified as spikes falls to zero!. Each iteration
has the following steps:
JOURNAL OF HYDRAULIC ENGINEERING / JANUARY 2002 / 119
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Fig. 3. Sample datasets used to test despiking algorithms:~a! clean record and~b! contaminated record
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1. Calculate surrogates for the first and second derivativ
from:

Dui5~ui112ui21!/2 (7)

D2ui5~Dui112Dui21!/2 (8)
~Note: wedo notdivide by the time stepDt—the reasons are
given below.!

2. Calculate the standard deviations of all three variables,su ,
sDu , andsD2u, and thence the expected maxima using th
Universal criterion, Eq.~2!.

3. Calculate the rotation angle of the principal axis ofD2ui

versusui using the cross correlation:

u5tan21S( uiD
2uiY( ui

2D (9)

~Note: for Dui versusui and forD2ui versusDui u[0 be-
cause of symmetry.!

4. For each pair of variables, calculate the ellipse that h
maxima and minima from 3 above. Thus, forDui versusui

the major axis islUsu and the minor axis islUsDu ; for
D2ui versusDui the major axis islUsDu and the minor axis
is lUsD2u; and forD2ui versusui the major and minor axes,
a andb, respectively, can be shown by elementary geomet
to be the solution of

~lUsu!
25a2 cos2 u1b2 sin2 u (10)

~lUsD2u!
25a2 sin2 u1b2 cos2 u (11)

5. For each projection in phase space, identify the points th
lie outside of the ellipse and replace them.

At each iteration, replacement of the spikes reduces the stand
deviations calculated in 2 and thus the size of the ellipsoid r
duces until further spike replacement has no effect.
AL OF HYDRAULIC ENGINEERING / JANUARY 2002
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Care must be taken in the calculation ofu to ensure that Eqs.
~10! and~11! do not become ill conditioned. This can occur ifsu

and sD2
u

are orders of magnitude different. For example, ifsu

@sD2u, thenu will be small, buta2 sin2 u may be significant in
comparison tob2 cos2 u and the solution of Eqs.~10! and ~11!
may be complex. A solution to this problem is to refrain from
dividing the numerical derivatives by the time step in Step 1. Th
yields velocity differences that are of the same order as the
locity. It also means that all the axes have the same units~cm s21

for ADV data!.

Spike Replacement

Once a spike has been detected, the problem becomes on
deciding what to replace it with. There are numerous alternativ
1. extrapolation from the preceding data point:ui5ui 21 ;
2. extrapolation from the two preceding points:ui52ui 21

2ui 22 ;
3. the overall mean of the signal;
4. a smoothed estimate; or
5. interpolation between the ends of the spike.
Of these, the smoothed estimate is the most aesthetically pleas
but it has no more validity than the others. Extrapolation from th
preceding one or two points is especially efficacious for the a
celeration thresholding method where we are passing through
data detecting spikes ahead of us and replacing them. Howe
for turbulence data the use of the two preceding points can p
duce wild extrapolations. Alternatively, using just one precedin
point can produce deep, wide troughs if the spike has multip
points. Using the overall mean of the signal solves this proble
but has the disadvantage that the replacement can introduce



ach
Fig. 4. Phase-space plots for~a! clean dataset and~b! contaminated dataset~number of spikes detected are listed in top right corner of e
phase-space plot!
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other spike if there is a local departure from the mean. Smooth
estimates arise naturally from theRCfilters and Tukey 53H meth-
ods and are a byproduct of the wavelet method~from the remain-
der obtained by subtracting the inverse transform of the fir
wavelet coefficient from the signal!. However, the smoothed es-
timates from these methods contain spurious data from the sp
d

t

e

itself. Interpolation across the spikes works well in most ca
providing the spike starts and finishes at about the same leve
if the level at the start is substantially different from the leve
the finish, a straight-line interpolation may generate an additi
spike that can be detected, but not replaced. After much se
ing, the most satisfactory method we have found is to use a
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nomial of best fit through the data on either side of the spike, th
interpolate across the spike with this polynomial. Trials ha
shown that for ADV data the best options are to use a third-ord
polynomial ~i.e., a cubic! through 12 points on either side of the
spike. A cubic allows enough curvature without introducing ext
spikes. The number of points for fitting needs to be large for AD
data to ensure that local, representative levels are found on ei
side of the spike. The corollary is that there must not be a
spikes within the 12 data points on either side of the spike un
consideration. This means that some spike events have to
amalgamated, reducing the number of events, but making som
them wider. Of course, the number of points used in fitting t
polynomial may depend upon the sampling frequency, but
have found that 12 is suitable for sampling rates in the range fr
25 to 100 Hz that we routinely use.

Results

Tests were carried out on all five methods to determine t
method that best passes a ‘‘clean’’ sequence unchanged, but
clean up a contaminated data set. We chose, as an example
clean and contaminated data sets shown in Fig. 3 from our v
library of ADV measurements. In the normal course of events, t
contaminated data set would have been rejected after visual
spection as having too many spikes, so it is a pathological ca
Nevertheless, it provides ample opportunities to test the al
rithms. In particular, we need to assess the capability of ea
method to detect double-point spikes such as that shown in Fi

Table 1. Results of Applying Five Despiking Methods to Clean Dat
set for Various Parameters

Method Parameters
No. of spike

events

RC filtersa k56 474
k59 187

Tukey 53H k51 174
k51.5 13

Acceleration la51, k51.5 91
la51.5, k51.5 5

la51, k52 46
Wavelet la51.5 10

Universal 0
Three-dimensional phase space Universal 9
aButterworth low-pass filter of fifth order with a frequency cutoff at 10%
of the Nyquist frequency was used~Anonymous 1996!.
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at about 39 s. We expect that all the algorithms will be able
handle single-point spikes such as that shown in Fig. 1 at ab
37 s.

The distributions of the test data are presented in Figs. 4~a and
b! @corresponding to Figs. 3~a and b!, respectively#. Each figure
contains the three projections of the three-dimensional pha
space~Fig. 2! with the individual data plotted as points and th
ellipse defined by the Universal thresholds plotted as a continuo
curve. The number of points lying outside each ellipse is print
on the upper right of each phase-space plot. Above and alongs
each phase-space projection is the corresponding histogram sh
ing the distribution of points.

We would expect that very few spikes would be found in th
clean record and Table 1 shows to what extent this is true for
despiking methods under consideration. In fact, all of them pe
form adequately, except for theRC filters method that identifies
far too many spikes, no matter how large we make parametek.
An additional difficulty with this method is that its performance
depends to a large extent on the choice of low-pass filter. T
Tukey 53H method is quite sensitive to the choice of the para
eterk, and the acceleration method is more sensitive to the acc
eration threshold than to the velocity threshold. This sensitivity
parameters is a disadvantage of these methods and highlights
advantage of methods that use the Universal threshold which
quires no parameters.

On the other hand, the wavelet method appears to be l
sensitive to the choice of parameters, with the acceleration cr
rion using la51.5 performing almost as well as the Universa
threshold~Table 1!. The reason for this is that the localized natur
of the mother wavelet exaggerates the spike when it is tra
formed to wavelet space, so that it stands out above the surrou
ing data.

The real test of the methods is application to a contaminat
record like that in Fig. 3b. Table 2 lists the number of spike
detected by each method, using the optimum parameters fr
Table 1. The first point to note is that in spite of the spiky appea
ance of Fig. 3b, the number of spikes is small compared to t
total number of data~,3%!. We also need to point out that while
most of the methods identify individual spikes, the wavelet an
phase-space methods identify spike events. In the case of
wavelet method, these are all two-point events, and for the pha
space methods the events vary in length from 1 point up to
points. Fig. 5 shows the way each method handles a typical, co
plex, multipoint spike event. All of the methods detect the tw
deep spikes, but only the acceleration and the phase-space m
ods eliminate the two points between the spikes and the shal
spike that follows the two deep spikes. In fact, for the phase-spa
Table 2. Results of Applying Five Despiking Methods to Contaminated Data set with Optimum Parameters from Table 1, WhereNit Is Number
of Iterations

Despiking method Parameters

No. of
spike
events Nit

Final
standard deviation

~cm s21!
Replacement

strategy

RC filtersa k59 253 2 18.33 1 preceding
Tukey 53H k51.5 689 3 14.04 1 preceding
Acceleration la51.5, k51.5 834 10b 13.17 1 preceding
Wavelet Universal 213 2 14.33 Mean
Three-dimensional phase space Universal 194 4 13.78 Cubic fit

Original signal ¯ ¯ ¯ 23.52 ¯

aButterworth low-pass filter of fifth order with a frequency cutoff at 10% of the Nyquist frequency was used~Anonymous 1996!.
bFive iterations for deceleration and five for acceleration.
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Fig. 5. Detection of typical multipoint spike event~light line! and its replacement~heavy line! using various methods and parameters
Table 2
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method, the shallow spike is only detected on the second iterat
~Ph-Sp 2 in Fig. 5! and this causes a problem because the da
from this spike are used in the first iteration to fit the cubic that
used for interpolating over the spike event. Thus, when the sh
low spike is detected in the second iteration, the data used
fitting the cubic for interpolation over this event are in fact th
data that were fitted in the previous iteration. This causes t
small rise in velocity in the replaced points. A similar, but in thi
case less severe, problem occurs in the acceleration method w
n
a

l-
r

e

en

the replacement strategy of using the preceding point is us
These problems arise because of the length of the spike eve~8
points! and the proximity of the next event~the next 2 points!. As
mentioned earlier, this is a pathological case.

Table 2 also lists the standard deviation of the final despik
record in each case. These should be compared with the stan
deviation of the original signal of 23.52 cm s21. Notice that the
standard deviation from the acceleration method is less than
from the phase-space method. The reason is that the acceler
JOURNAL OF HYDRAULIC ENGINEERING / JANUARY 2002 / 123
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method has identified some points as spikes that may not
spikes at all, such as are shown in Fig. 6. This illustrates a pr
lem with the acceleration method that we have had difficulty r
solving, namely: how do we set the two parameters so as to eli
nate spikes, but not damage the good data?

Finally, in Fig. 7 we present the phase-space projections of
despiked, contaminated record and in Fig. 8 we show the
spiked record itself. The difference between Fig. 7 and Fig. 4~b!
for the data before despiking is remarkable. Whereas in Fig. 4~b!
there are a large number of points outside the ellipsoid and
histograms have secondary peaks, in Fig. 7 almost all the data
within the ellipsoid. In the phase-space plot ofD2ui versusDui ,
the string of velocities well below the mean value and having ze
second derivatives corresponds to a single spike event simila
appearance to that in Fig. 5, but comprising 26 points result
from the amalgamation of adjacent spike events. So, despik
identifies these as spikes, but they cannot be improved beca
their replacements would continue to be ‘‘spikes’’ in the ne
iteration. Thus, while the despiking has cleaned the record sign
cantly, and the resulting time series looks perfectly satisfacto
~Fig. 8!, there are remaining features that cannot be accomm
dated. These are unlikely to cause problems in the calculation
low-order statistical moments, but care must be exercised w
calculating high-order moments or mulitfractals from such da
and as a matter of routine we would reject this record for th
reason.

Discussion

The results show that the phase-space thresholding method w
extremely well and this has been confirmed by successful ap
cation of the method to numerous ADV data sequences from
data archive. Given that such data are neither independent~they
have statistically significant autocorrelations at lag51! nor nor-
mally distributed~the tails of the frequency distribution deca
slower than normal! and therefore violate the basic assumption
the derivation of the Universal threshold, the question is: w
does it work so well? The answer is twofold. First, the veloci
spectrum at low frequencies approximates the white-noise sp
trum ~Nikora and Goring 2000! and therefore providing the data
sequence is long enough to encompass the maximum exte
time scale of the application, the Universal threshold applies.
the data sequence were undergoing a sustained change in vel

Fig. 6. Two spikes that are detected and replaced by accelera
method, but not by phase-space method
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-

-

-

e

e

-
f

s

r

-

l

ty

~e.g., over a tidal cycle or during a change in river flow!, then the
phase-space method would not work unless these long-scale
tuations were removed by high-pass filtering. Second, provid
the data are approximately normal, the low-order moments, s
cifically the standard deviation, are adequate to describe the
tribution.

Fig. 7. Phase-space plots of despiked contaminated data set~number
of spikes detected in last iteration are listed in top right corner of e
phase-space plot!



to 12
Fig. 8. Contaminated record of Fig. 3~b! after cleaning using phase-space method and replacing each spike with cubic polynomial fitted
points on either side of spike
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Numerical experiments undertaken to test the Univers
threshold revealed that the threshold is about 10% high forn
.1,000. Initially, we thought this was either a problem with ou
random number generator or that the number of samples w
insufficient to arrive at a valid result. Therefore, we undertoo
some tests on a massively parallel computer using the scala
parallel random-number generator~SPRNG! of Mascagni et al.
~1999! to generate uniformly distributed pseudorandom numbe
and the well-known Box–Muller algorithm~Box and Muller
1958! to convert those into a normal distribution. For each num
ber of datan we ran 1028 Monte Carlo simulations using 128
processors, thus generating 2175131,072 simulations for eachn.
The tests confirmed that the Universal threshold is 10% high. F
despiking, we believe this bias in the threshold is not really
problem. After all, our data are only approximately normal i
their distribution. Nevertheless, it does mean that fewer spikes
detected than if the Universal threshold were exact.

ADVs measure velocity along three beams, then convert the
to Cartesian coordinates using a matrix transformation. Therefo
we would expect that a spike detected in one of the transform
velocities would also occur in the others. However, our expe
ence is that for a down-looking ADV, the vertical velocity has
many fewer spikes than the horizontal velocities. Therefore, o
procedure is to despike each velocity component separately, a
to record the number of spikes detected.

Conclusions

In this note we have presented several different techniques
detecting and replacing spikes in ADV data sequences. Sing
point spikes that protrude above or below the surrounding da
are easily detected and replaced. However, multipoint spikes a
spikes that blend with the background are much more difficult
detect. Of the methods considered, the phase-space threshol
method is the most suitable for detecting spikes in these data. T
method is new, but comprises a combination of three conce
that are not new:~1! that differentiation enhances the high-
frequency components of a signal;~2! that the expected maximum
of a sequence of random numbers is given by the Univers
thresholdA2 lnns, and~3! that good data cluster in a dense cloud
in three-dimensional phase space. It is also the most robust
cause it requires no external parameters. Other methods such
l
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as

the one based on an acceleration criterion suffer from ambigu
in what thresholds to choose and the fact that different reco
may need different thresholds.

Spike replacement is an arbitrary procedure. There are m
different strategies available and none of them has more valid
than any other. We have found that for ADV data with samplin
frequencies from 25 to 100 Hz, the best solution is to use
points on either side of the spike to fit a third-order polynomi
that is interpolated across the spike.
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Notation

The following symbols are used in this paper:
a,b 5 major and minor axes, respectively, of projec-

tion of ellipsoid on plane ofD2ui versusui ;
ai 5 discrete acceleration using backward differ-

ences;
d1,i 5 first wavelet coefficient ofui ;

d̂1,i 5 first wavelet coefficient of spikes~15a
spike, 0 otherwise!;

E(..) 5 expected value of;
g 5 acceleration of gravity;
k 5 standard deviation threshold;
n 5 number of data;
t 5 time;

U(v,t) 5 Fourier series ofu(t);
u(t) 5 velocity time series;

ui 5 discrete velocity time series;
JOURNAL OF HYDRAULIC ENGINEERING / JANUARY 2002 / 125
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d

D i 5 difference between rough and smooth
datasets;

Dt 5 time interval between data points;
Dui 5 surrogate for first derivative ofui using cen-

tral differences;
D2ui 5 surrogate for second derivative ofui using

central differences ofDui ;
u 5 angle of rotation of principal axis ofD2ui

versusui ;
la 5 acceleration threshold;
lU 5 Universal threshold;
j i 5 independent, identically distributed, stan-

dard, normal, random variable;
s 5 standard deviation;
ŝ 5 estimate of standard deviation;

su,sDu,sD2u 5 standard deviations ofui ,Dui ,D2ui , respec-
tively; and

v 5 radial frequency.
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